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INTRODUCTION

Transverse beam profilesin the Relativistic Heavy lon Collider (RHIC) will be measured
with ionization beam profile monitors (IPM’s) [1]. Each IPM will measure single-bunch profiles
of gold beams with intensities of 5-10 x 10° ions per bunch. The two-dimensional transverse
phase space of the bunch rotates by the fractional tune during each orbit. A set of profilestaken on
consecutive turns can be used to reconstruct the phase-space distribution of the bunch by
tomographic techniques[2,3,4,].

This paper describes the filtered back-projection reconstruction method. Conventionally
this techniqueisused with projection sets of the measured object taken by incrementing the
projection angle in small constant steps between 0 and 180°. In RHIC the transverse phase space
of the beam rotates between measurements by angles on the order of 65-70°. A simulation was
written in Labview to investigate the dependance of reconstruction resolution on the number of
samples taken, the fractional tune, and system noise.

FILTERED BACK PROJECTION RECONSTRUCTION
Central section theorem

The method of filtered back projection reconstruction is described here [5]. Tomographic
reconstruction techniques were developed for x-ray imaging applications. In x-ray imaging the
contrast mechanism is signal attentuation by absorbing material. For beam measurements the
contrast mechanism is the distribution of electrons separated from background gas atoms by the
ionizing beam particles. Beam measurements are made with a fixed detector and the measured

distribution rotates between measurements by the fractional tune, g, times 2p. First the more
conventional technique of rotating a detector around afixed distribution will be described.

Consider a signal-generating two-dimensional distribution f(x,y) asshowninfig. 1. Here
f(x,y) isthe signal-generating strength per unit areain the fixed reference frame. A detector is
employed which projects al of the generated signal from the distribution in asingle direction. In
x-ray tomography this is done with pencil beams. For the IPM the externad magnetic field
constrains the signal electrons to move perpendicular to the multi-anode collector. The signal is

extracted from the distribution parallel to the Y, ; axis where (X,q,Y (1) 1S rotated with respect to
(x,y) by theangle] .
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Figure 1. Measurement of afixed distribution by arotating detector.

The measured one-dimensional projection distribution, | ; (X;qt), 1S,
l j (Xrot) = c‘)f (X’ y) dyrot (1)
The two-dimensional Fourier transform of f(x,y) is F(c,Xx) where,

Flc.x) = z—t QOf (x y)exp( - 2pi[xc + yx])dxdy o

It is convenient to write this transform in polar coordinates where,
FP(V.a)=F(Vcosg,Vsing) 3)

If the Fourier transform of the measured projectionisL; (r), then the central-section theorem states
that,

L (r)=F°(rj) (4

The one-dimensional Fourier transform of the projection datataken at angle j isequal to the value
of the two-dimensional Fourier transform of the distribution along the line which passes through

theoriginat anglej . If an infinite number of projections between j =0 and j =p are taken with a
detector with infinitesimal resolution, F(c,x) can be fully constructed and f(x,y) can be recovered.

Convolution and backprojection

The inverse Fourier transform to reconstruct the origina distribution is,

f(xy) = 2_1p OOF(c x) exp(2pi[ xc + yx])dc dx 9
p ¥
= 2—1) OCF"(r .j Jexp(2pir (xcosj +ysinj ))r [dr dj

Equation 5 can be broken into two parts. First notice that X,,,=x cosj +ysinj . Therefore,

1" :
f (X, y) = 2_ d jf (Xrot)dj Xrot=X COSj +Ysinj

P ©
| (%)= &P Irlexp(2pir xq)dr

¥ )

Equation 7 isthe inverse Fourier transform of the product of two functions. It therefore can be
written as the convolution of the inverse transforms of F°(r,j ) and |r|. The first function,
FP(r ,j ), isthe Fourier transform of the projection data, eqn. 4, so its inverse is simply the
measured projection, | j (Xq).



The coordinate, r , measures spatial frequency. However due to the finite spacing of the
collector channels thereis an upper cutoff, r .., above which the integral can be truncated. If we
define afunction P(r ),

P(r)=0 I 1> max (8)
P(r)=Ir| IFTET max
then the transform of P(r ) is p(X,q;) wWhere,
P(Xia) = 1 o [25NC{200 1 X, ) - SINC (PP X, )] ©)
Using the convolution theorem egn. 7 can now be written,
()=, 0Pl - ) W

The convolution is a filtering operation and the quantity | ].f (xmt) is cdled a filtered
projection. The expression in egn. 9, graphed in fig. 2, is the Ramachandran-L akshminarayan
filter [6]. Thisisalow-pass filter which cuts off at r 5. Other filters have been used which

reduce the the high-frequency components in the image for noise reduction [7]. Only the filter
given by egn. 9 has been used here.
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Figure 2. Thefilter function that is convolved with the measured projection to produce a
filtered projection.

Thefinal step in reconstruction of the distribution as given by egn. 6 is backprojection. At each
angle, j , thefiltered projection is dragged over the X,y plane parallel to the Y, axis. To every
point in the x,y plane the value of | jf (x,ot) is added to the current value. Theintegration over j , is
done by adding backprojections from as many angles as possible.



Implementation for RHIC

Each RHIC IPM has 64 anode channels and the projection angle between data sets
increments by 2pq where q is the fractional tune. Every measured projection is a set of 64
numbers equally spaced along X,,. The channel spacing, w, determines the largest spétial
frequency of r ,,,,=(2w) ™. Since the channels are afixed distance apart, w=(2r )", eqn. 9 only
has to be evaluated at values of X,,;=nw. The function p(x,.) becomes a one-dimensional array,

p(nw) =0 neven,n! 0
p(nw) = -(pnw) nodd (11)
p(nw) = (2w)? n=0

This array is numerically convolved with the projection data resulting in a discrete filtered
projection data set.
To reconstruct, we define a 64x64 reconstruction array with pixel spacing equal to the

collector channel spacing. The X,; coordinate of the center of each array element is calculated as
Xiot=XC0s + ysinj . Aninterpolation is done on the filtered projection data to find the value at

X, ot @nd this value is added to the pixel. This processis repeated for each measured set building
up areconstruction.

LABVIEW SIMULATION

A reconstruction simulation was written in Labview [8]. First adistribution, f(x,y), is
defined. The values of this function are calculated at the centers of a 64x64 grid with the collector
gpacing. The elementsin each column are added to give a measured projection dataset. Thissetis
convolved with egn. 9 and then backprojected as described above.

Several distribution functions were tried. The one that will be discussed is f=exp(-r*)cos’q
shownin fig. 3.
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Figure 3. The two-dimensional array used for reconstruction studies.

Figure 4a shows the reconstruction when the fractional tuneis either 0.0 or 0.5. In these
two cases the distribution either remains stationary or rotates 180° between measurements. Thus
all backprojections are identical and they simply pile up. Figure 4athus demonstrates asingle
backprojection. Figure 4b shows the reconstruction when the fractional tuneis 0.25. Vertical and
horizontal projections are overlaid.
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Figure 4. a. A single backprojection from distribution shown in fig. 3. Thiswould result
from g=0 or 0.5. b. Two backprojections from fig. 3, one vertical and one
horizontal (g=0.25 or 0.75).

Next we show the results for the RHIC fractional tunes. In Figure 5 the fractional tuneis
0.19. The three panels show reconstructions from 20, 30, and 50 projections. These distributions
were built up from sequential projections of the parent distribution, fig. 3, by rotating the

distribution through an angle of 2pq between measurements. Each projection angle therefore is the
accumulated angle modulo 2p. It is not necessary to sort the projection angles or to ensure that the
projection angles uniformly cover theinterval Oto p or O to 2p.
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Figure 5. Reconstructions from 20, 30, and 50 projections. The fractional tuneis 0.19.

The reconstruction only works well when the fractional tune is such that there are many
projections before the projection angle set starts to repeat. For instance with afractional tune of
0.17 or 0.19 the projection angles between 0° and 180° repeat after 50 measurements. For g=0.15
the repeat period is 10 turns. Reconstructions from 50 projections for these three fractional tunes
areshown infig 6. Theleft panel isthe result from g=0.15. Thisgivesonly ten projectionsin the

range of 0 top resulting in the star-shaped pattern. The center panel isg=0.17 and the right panel
is g=0.109.
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Figure 6. Reconstructions from 50 projections for g= 0.15, 0.17, 0.19.
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In all of these reconstructions the projection angle isincremented by the fractional tune and
the filtered profile is projected back onto the reconstruction array. Thisis done sequentially, one
projection at atime. Thereisno need to sort the projection anglesinto any order. The IPM will
capture and store a profile on each turn. Therefore any set of consecutive profiles can be used for
reconstruction and evolving phase-space distortions can be studied at several timeintervals.

Findly fig. 7 shows the reconstructions with white noise added to the measured
projections. The fractional tuneis0.19 and 50 profiles are used. Thefirst plot iswith a maximum
noise amplitude equal to 10% of the counts in the peak channels and the second is with a noise
amplitude of 20%. In these plotsthe dark corners are an artifact of the signals not being defined
beyond the 64 x 64 array. Asthe parent array rotates the corners of the reconstruction array have
no data. As pointed out earlier, these reconstructions are made by applying the Ramachandran-
Lakshminarayan filter. Other filters which roll off at lower frequencies might do a better job of
filtering noise.
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Figure7. Reconstructions with noise added to the measured projections. Fifty projections are
used with g=0.19. The noise amplitude to peak signal amplitude ratios are 0.10
and 0.20.

TRANSVERSE PHASE SPACE RECONSTRUCTION

The primary use of thistechnique will be to visualize nonuniformitiesin thefilling of phase
gpace. Such artifacts as filimentation, phase-space holes (from holes in stripper foils for example),
or irregular distributions are not apparent from profiles. The following section discusses the cases
when the beam uniformly fills phase space and is either matched or has steering or focusing errors.

M atched beam

In normal tomography the distribution which is mapped exists in two spatial coordinates.
Phase-space reconstruction, however, involves atwo-dimensional distribution in which one of the
coordinates, X', isnot imaged directly. The projection of the distribution after a 90° phase advance
isnot a direct measure of the orthogonal dimension.

To first order, at a given location, s, along the beam line a beam particle appears on
consecutive passes on an ellipse given by,

9, (9)X* +2a,(S)XX +b,(s)X*=C (12)

where g,(s), a,(s) and b(s) are the lattice Courant-Snyder parameters. The acceptance, A, of the
accelerator is defined as the area of the largest particle orbit which can exist. Thistrajectory isthe

machine €elipse and C=A/p. Each particle travels on its own, smaler elipse defined by

C=C,EA/p. The beam is matched to the lattice when the beam parameters g,(s), a,(s) and by(s)
are equal to the lattice parameters. If the beam uniformly fills phase space, a scatter plot of all the
particles’ coordinates in phase space forms an dlipse which is concentric and similar to the
machine ellipse. Although each particle moves along an dliptical orbit, the projection of the
distribution remains constant and the reconstruction will give acircular distribution.

7



In the case of a matched, uniform-density beam, the beam phase space is given by egn. 12

with C=e/p. Here the emittance, €, is defined as the area of the phase space elipse. The
reconstructed circular distribution can be considered to be the phase space of the beam transformed

to normalized coordinates (c,x) by the Courant-Snyder transformation [9],
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The distribution crosses both the ¢ and x axes at (€/p)*2. To transform the reconstructed circular

distribution to a representation of the phase space of the beam in conventional coordinates the
inverse transformation is applied,
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From the measured width of the beam, the emittance is calculated from X, =(b€/p)*? and the X’
intercept is equal to (E/bp)*2.

Mismatched beam

If there is a steering mismatch the beam profile will be a constant width, but the profile will

oscillate transversely at the fractional tune frequency (f,e, /0). The reconstruction will produce a
circular beam distribution off center. From the tune spread this distribution will spread azimuthally
with time. Since the betatron decoherence is on the order of 100-300 turns [10] and adequate
distributions can be obtained with 30-50 turns, it should be possible to follow the decoherence
process by reconstructing sequential sets of profiles.

A focusing mismatch results in a beam ellipse which is not similar to the machine ellipse.
Individual particles however travel on elliptical phase-space trajectories which are similar to the
machine elipse. Theresultisasmall beam elipse inside of an lipse similar to the machine ellipse
whose orientation rotates on successive turns and whose aspect ratio varies to keep the beam
ellipse extremities on the concentric machine ellipse [11]. The reconstruction from the projections
will result in an elliptical phase-space reconstruction which is to be compared with the circular
reconstruction from the matched beam.

DISCUSSION

The transverse phase space of the RHIC gold beam can be reconstructed from 30-50
individual bunch profiles. Simulations show the reconstruction details start to get washed out if
the background noise on the profile measurements gets to be more than about 10% of the peak
signal channels. Reconstruction depends on an accurate knowledge of the tune and the method
described here assumes the phase space remains constant over the duration of the measurement.

Since any set of consecutive profiles can be used for reconstruction it should be possible to
follow phase space changes by using sequential blocks of 30 profiles or by moving a dliding
window along the collected profiles. For instance, tune-spread betatron decoherence occurs over a
few hundred turns so a 30-profile window should give reasonably good resolution.
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